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Abstract
In the conventional frame feature based music genre

classification methods, the audio data is represented by
independent frames and the sequential nature of audio is totally
ignored. If the sequential knowledge is well modeled and
combined, the classification performance can be significantly
improved. The long short-term memory(LSTM) recurrent
neural network (RNN) which uses a set of special memory
cells to model for long-range feature sequence, has been
successfully used for many sequence labeling and sequence
prediction tasks. In this paper, we propose the LSTM RNN
based segment features for music genre classification. The
LSTM RNN is used to learn the representation of LSTM frame
feature. The segment features are the statistics of frame features
in each segment. Furthermore, the LSTM segment feature
is combined with the segment representation of initial frame
feature to obtain the fusional segment feature. The evaluation
on ISMIR database show that the LSTM segment feature
performs better than the frame feature. Overall, the fusional
segment feature achieves 89.71% classification accuracy,
about 4.19% improvement over the baseline model using deep
neural network (DNN). This significant improvement show the
effectiveness of the proposed segment feature.
Index Terms: Long short-term memory, recurrent neural net-
work, music genre classification, scattering transform

1. Introduction
Music is an important kind of audio data, and the study of
automatic music classification is an important branch of audio
classification. The music genre is one of the most popular ways
to describe the music content, and it has wide applications in
music information retrieval, music recommendation and online
music access.

Some methods have been studied to classify the music gen-
res [1, 2]. Although these methods can achieve the satisfactory
performance on small size and moderate size datasets, they can
not perform well when the amount of music data is increasing
large. The develop of deep neural network (DNN) enables the
training for big data [3–6]. Due to the large amount of music
tracks on the Internet, the music genre classification using DNN
has become a trend [7,8]. However, there still exists a problem.
DNN or other models train the model with independent input
frames and can not capture the temporal dependencies of audio
sequence. For example, the music tracks have the melody,
which can be seen as a special kind of sequence representation,
and it is important in distinguishing different categories of
music. However, these frame training based models will ignore

the sequence information during training. Although there are
some studies on the sequence representation of speech data
[9,10], as the sequential characteristics of the speech and music
are inherently different, they can not be efficiently applied to
music data.

The recurrent neural network (RNN) is a special kind of
neural network, which are used for a variety of sequence-
labeling tasks [11]. But standard RNN can only make use of the
previous limited context. It has limited storage to deal with long
sequences because of the problem of vanishing and exploding
gradients, hence they have difficultly in learning the long-
term dependencies [12]. A solution to this problem is offered
by the long short-term memory (LSTM) RNN, which avoids
the problematic non-linearity in the recursion [13]. LSTM
RNN have achieved the state-of-the-art performance on the
sequence discriminative training. The LSTM uses memory
blocks to model temporal dependencies, which allows it to more
effectively exploit the long-range context than RNN [14]. Each
memory block contains self-connected memory cells and three
gate units: the input, forget, and output gates. The memory
cell uses the three gates to attenuate the input, recurrent, and
output signals respectively [13], and can respectively provide
write, read, reset operations to the cell. These allow the model
to ignore the unimportant inputs, memories, and outputs [12].

In this paper, we propose the LSTM RNN based segment
features for music genre classification. In order to get the
representation which contains sequence information, we first
learn the frame representation of music data using LSTM RNN.
The LSTM RNN is trained on the independent frame feature,
and then the soft-max probability is donated as the LSTM
frame representation of music data. As the representation is
got from LSTM RNN, the LSTM soft-max probability itself
contains sequence training information. However, because of
sequence training, the wrongly classified frames will gather
together, as well as the right classification frames. It will
lead to that the segment accuracy cannot improve so much
as the frame accuracy when we use majority vote to get the
segment labels and segment accuracy. To solve this problem,
the LSTM segment feature and the initial segment feature are
computed from the statistics of the LSTM frame features and
the initial frame features respectively. Then the segment feature
is used as the input to training the classification system and
get the segment labels. Experimental results show that the
LSTM segment feature can improve the classification accuracy
by using segment feature for training and testing instead of
majority voting. As the LSTM soft-max probability is tend to
be linear and lost many information, we propose the fusional
segment feature to further improve the performance. The
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fusional feature combines the advantages of LSTM soft-max
probability, and contains more information than LSTM segment
feature. It is obtained by fusing the initial segment feature
and the LSTM segment feature. Results show that the fusional
segment feature can further improve the classification accuracy.

Erik Marchi [15] uses LSTM for identifying
abnormal/novel acoustic signals. Besides this research,
there have few studies of LSTM RNN in audio classification.
To the best of our knowledge, this paper first uses LSTM for
music genre classification.

2. LSTM RNN based Segment Features
2.1. Initial Feature Extraction

In this paper, we use the scattering feature as the initial
feature. The scattering feature is an extension of the Mel-
Frequency Cepstral Coefficient (MFCC). The MFCC feature
is generally extracted by using small windows, whose typical
duration is 25 ms. However, when the length of the window
increases, the information lose will become significant. For
music whose long time interval representation is helpful for
classification, the MFCC has a poor classification performance.
The scattering feature has been proved successful for music
genres classification [16–18]. It builds invariant, stable and
informative signal representations and is stable to deformation-
s. It is computed by scattering the signal information along
multiple paths, with a cascade of wavelet modulus operators
implemented in a deep convolution network (CNN).

We extract the scattering feature using ScatNet [19], which
is a toolbox for extracting scattering feature. In our work,
we calculate first-order and second-order time scattering co-
efficients using a window of 370 ms with half overlap. The
parameters for scattering transform are just the same as our
previous work in [18].

c XX

X

recurrent

input feature

soft-m
ax probability

initial segment feature

fusion segment feature

SVM for classification

Get LSTM frame representation 

c XX

X

recurrent

input feature

soft-m
ax probability

initial segment feature

fusion segment feature

SVM for classification

Get LSTM frame representation

LSTM
 segm

ent feature

tx ty

Figure 1: Architecture of proposed model.

2.2. Sequence Modeling using LSTM RNN

In a standard RNN, a input feature vector sequence is rep-
resented as x = (x1, x2, ..., xT ), then the hidden vector
sequence h = (h1, h2, ..., hT ) and output vector sequence
y = (y1, y2, ..., yT ) from t = 1 to T are computed using
following equations:

ht = σ(W xhxt +Whhht−1 + bh) (1)

yt = Whyht + by (2)

Where σ(·) is activation function, the superscript ‘x’, ‘h’ and
‘y’ in ‘W ’ and ‘b’ are represent the input layer, the hidden layer

and the output layer respectively. For example, W xh is the
weight matrix connecting the input layer and the hidden layer,
Whh is the weight matrix connecting different hidden layers,
bh is the hidden bias vector, by is the output bias vector .

It is widely recognized in RNN that the activation function
may led to the problem of vanishing gradient problem. To
solve this problem, the hidden notes are replaced by a set
of cells, which are called the LSTM memory blocks. Each
LSTMmemory cell contains three gates: input gate, output gate
and forget gate. The forget gate is shown to be essential for
problems with continual or very long input strings [12, 20]. In
place of equations (1) and (2), the LSTM RNN is implemented
according to the following equations [21]:

ct = ft � ct−1 + it � g(W cxxt +W cmmt−1 + bc) (3)

mt = ot � h(ct) (4)

yt = φ(W ymmt + by) (5)

The input gate it, forget gate ft and output gate ot are give by
equations:

it = σ(W ixxt +W immt−1 +W icct−1 + bi) (6)

ft = σ(W fsxt +W fmmt−1 +W fcct−1 + bf ) (7)

ot = σ(W oxxt +W ommt−1 +W occt + bo) (8)

For recurrent projected layer, rt is computed as:

rt = W rmmt (9)

Where � is the element-wise product operator, g(·) and h(·)
are the cell input and cell output activation functions, φ(·) and
σ(·) are other activation functions, ct is the cell state vector,W
(W ix, W ic, W fx, W fc, W ox, W oc) is weight matrix, b (bc,
by , bi, bf , bo) is bias vector, and the superscript i, f , o, c, x,
y represent input gate, forget gate, output gate, cell state, input
layer and output layer respectively.

2.3. Segment Features based Model

As in Figure 1, we first train a LSTM RNN. Then we get
the soft-max probability as the LSTM frame feature vector
{pi|, i = 1, 2, ..., n} (n is the number of frames in a music
track). An initial segment feature fsc is the mean of input frame
scattering feature xi over each segment (a segment is a music
track):

fsc =
1

n

n∑

i=1

xi (10)

The LSTM segment feature flstm is computed from the
statistics of LSTM frame feature [22]. It contains four parts:
the maximum of LSTM frame feature in a segment (fmax

lstm ),
the Minimum of LSTM frame feature in a segment (fmin

lstm),
the mean of LSTM frame feature in a segment (fmean

lstm ), and
the percentage of frames which have probability higher than k
(threshold value) in a segment (fklstm). They can be computed
as following:

fmax
lstm = max {pi|i = 1, ..., n} (11)

fmin
lstm = min {pi|i = 1, ..., n} (12)

fmean
lstm =

1

n

n∑

i=1

pi (13)

fklstm =
Count[|pi > k|]

n
(14)



The compute is done on each dimension of pi, and these
features are represent by 6-dimensional matrix. The final
fusional segment feature ffusion is the fusion of fsc and flstm,
which is used as the input of the classification system to training
and testing the classification system.

3. Experiment Setup
3.1. Data Prepare

The ISMIR database has been used as benchmarks for music
genre classification by many researchers [8, 23–25]. The detail
of the the databases is described as Table 1, and the training set
an testing set have been defined by the database.

Table 1. Database Description

genre tracks(train/test) time duration(hours)

Classical 320/320 17.87/16.71
Electronic 115/114 10.48/9.97
Jazz/Blue 26/26 1.66/1.80
Metal/Punk 45/45 3.14/2.95
Rock/Pop 101/102 6.34/6.79
World 122/122 11.92/10.86

total 729/729 51.41/49.08

Before feature extraction, each audio file has been convert-
ed into a 22050Hz, 16 bit, and single channel WAV file. Then,
we extract the scattering feature just as the section 2.1. After
that, each frame of scattering feature is represented by a 525
dimensional vector.

3.2. Baseline Systems

The baseline systems use DNNs as classifier. The DNN used
here is the Karel’s DNN implementation in kaldi [26] with
random initialization. It includes one input layer, some hidden
layers and one output layer. Within each hidden layer, the
sigmoid function is used as the active function. For output
layer, the soft-max function is used to compute the posterior
probability. The cross-entropy function is used as the objective
function to optimize the DNN. No dropout function is used and
the learning rate is 8 ∗ 10−6. The training epochs is 100.

The frame scattering feature is used as the input to train
the DNN. Then, we got the soft-max probability. Each predict
frame label is determined by the genre which has the maximum
probability. The majority voting is performed on the frame
predict labels of testing sets to get the label of each music track.
The segment accuracy is computed on the track labels. The
result of baseline models are summarized in the Table 2, in
which “Seg acc” means the segment accuracy here.

Table 2. Classification result of baseline models and LSTM
RNN based models using initial frame feature

model(layers) Frame acc Seg acc

baseline-DNN1(525-1024-6) 75.92% 85.32%
baseline-DNN2(525-1024-1024-6) 76.35% 84.35%

LSTM(525-512-6) 83.85% 87.52%
LSTM(525-1024-6) 83.78% 87.65%
LSTM(525-512-512-6) 81.66% 86.28%
LSTM(525-1024-1024-6) 80.44% 82.99%

4. Music Genre Classification
4.1. Experiment of LSTM RNN based model using initial
frame feature

In this experiment, we use the frame scattering feature as the
input to train the LSTM RNN. The LSTM RNN is implemented
based on the Kaldi’s nnet1 framework [21].In the testing stage,
the frame scattering feature is used to get the soft-max prob-
ability output of LSTM RNN. We get the frame accuracy and
segment accuracy just as the baseline models. The parameters
are listed in Table 3. Other parameters use the default values.

Table 3. The parameters for LSTM RNN Training

parameter name value describe

learn rate 0.00002 the learning rate
momentum 0.8 the momentum
batch size 60 the batch size
max iter 50 the training epochs
halving factor 0.9 the attenuation rate of the

learning rate
cellDim 800/1500 if the number of hidden nodes

is 512/1024

The results of the baseline models and the LSTM based
models are shown in Table 2. We can see that LSTM RNN
based models outperform DNN based models. Also, we
can see that the frame accuracy is improved more than the
segment accuracy. It is also shown that the sequence training
using LSTM RNN can perform better than independent frame
training using DNN. But there is also a disadvantage in LSTM
RNN training that the wrongly classified frames will gather
together, as well as the right classification frames. It results
that the segment accuracy cannot improve so much as the frame
accuracy. The model using the segment features is proposed to
solve this problem, and the experiment in next subsection will
prove this.

4.2. Experiment of Segment Features based Model

In this experiment, we aim to get a further improvement
by using the segment features. We first get LSTM frame
feature. Then, we calculate fsc, flstm and ffusion, and
each LSTM frame feature is represented by a 24-dimensional
vector(combine 4 segment features which are described in
equations 11-14). As each initial frame feature is a 525-
dimensional vector, each fusional segment feature ffusion will
be represented by a 549-dimensional vector after computing.
The classifier we used for classification is linear SVM. We re-
spectively use LSTM segment feature flstm and fusion segment
feature ffusion as the input of SVM, and then compare the
results.

Table 4. Classification results of segment features based
model and other existing approaches

model(LSTM layer) Seg acc LSeg acc FSeg acc

LSTM(525-512-6) 87.52% 88.07% 89.71%
LSTM(525-1024-6) 87.65% 88.34% 88.07%
LSTM(525-512-512-6) 86.28% 86.14% 88.48%
LSTM(525-1024-1024-6) 82.99% 83.95% 86.42%

son2008 [27] 84.77%
hol2008 [28] 83.5%
lee2009 [23] 86.8%
leo2012 [24] 76.27%
sig2014 [8] 73.4%



The results are shown in Table 4. In the table, “Seg acc” is
the segment accuracy using LSTM RNN to train the model and
then perform the majority vote, “LSeg acc” is the performance
of model which uses segment feature flstm as the input of
SVM, and “FSeg acc” is the performance of model which uses
segment feature ffusion as the input of SVM. The k used for
computing flstm and ffusion here is 0.9. From Table 4, we can
see that the LSTM segment feature flstm based model perform
better than LSTM RNN based model using frame feature, and
the model using fusional segment feature ffusion leads a further
improvement comparing with the model using LSTM segment
feature flstm. Table 4 also lists other existing approaches for
music genre classification on the ISMIR database.

4.3. The Analysis of Segment Features

In this section, we first analyze how the segment features based
model improves the performance. Figure 2 shows the statistics
of the LSTM soft-max probability score. In the Figure, the
vertical black dotted lines divide each subgraph into 6 parts, and
these six parts of score data are corresponding belongs to the
first, second, third, forth, fifth, sixth category of music tracks.
The probability score is a six dimensional vector, which each
dimension represents the score of one music category.
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Figure 2: The subgraph a, b, c show the maximum, minimum
and means soft-max score of six music categories in each
segment (a music track). The subgraph d is soft-max probability
score of each frame. The soft-max score in the figure is get from
the model “LSTM(525-512-6)”. The six categories of line (the
legend “1”, “2”,...,“6”) represent the score in six dimension,
and each dimension represents the score of one music category.
The“x-label” in the subgraph a, b, c (d) represent the segment
index (frame index), and the “y-label” in four subgraphs is
the corresponding maximum score (in six dimensions) of this
segment (frame).

Figure 2(a) shows the maximum score of six music cate-
gories in each segment. We can see that the maximum score for
different categories has a very clear distinction. For example, in
the first part (for the first category of music), most segments
have the highest score in the first dimension. The score of
the first dimension means the score for the first category of
music, and label of the highest score will be the predict label.
It indicates that most segment in the first part will be right
classified. This is the same as Figure 2(b) and 2(c). We can

see that the maximum, minimum, average of a category of
music will have an obviously higher score in corresponding
dimension. Therefore these three parts of fusional segment
feature are discriminative.

The forth part of fusional segment feature fklstm is the
percentage of frames which have probability higher than k in
a segment. Figure 3 shows how k effects the performance.
For example, the model “f fusion(525-512-6)” has the best
performance when k = 0.95. The choice of k depends on the
soft-max score of LSTM. From Figure 2(d), we can see that if
we use a higher k (e.g. k >= 0.8), the fklstm will have a higher
value in the dimension corresponding to its music category, and
have a lower value in other categories. Then fklstm will have a
distinguishing difference among six categories of music tracks.
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Figure 3: The performance using different k (‘k’ is described
in equations 14). “f lstm” means the model uses segment
feature flstm as input feature and use linear SVM as classifier.
“f fusion” means the model uses fusional segment feature
ffusion as input feature and use linear SVM as classifier.

By comparing of the results in Table 2, Table 4, Figure 2
and Figure 2. It is obvious that LSTM RNN based models
performs better than DNN based models for music genre
classification. The statistics of LSTM frame feature is more dis-
criminative than initial frame feature, and the proposed fusional
segment feature further improves the classification accuracy.
The proposed fusional segment feature model improves 4.19%
classification accuracy compared to DNN based model, and
improves 2.19% compared to LSTM RNN based model.

5. Conclusions
We propose the LSTM RNN based segment features for music
genre classification. LSTM RNN is good at modeling feature
sequence with long-term context, which can better represent
the music data. But the sequence training of LSTM RNN
will lead to that the wrongly classified frames gather together,
as well as the right classification frames. Then the fusional
segment feature which combines the LSTMRNN and scattering
feature is proposed to ameliorate this problem. The significant
improvement of proposed feature indicates the success of pro-
posed model.
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