IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 27, NO. 3, MARCH 2019

519

Noise Covariance Matrix Estimation for Rotating
Microphone Arrays

Alastair H. Moore ', Member, IEEE, Wei Xue

and Mike Brookes

Abstract—The noise covariance matrix computed between the
signals from a microphone array is used in the design of spatial fil-
ters and beamformers with applications in noise suppression and
dereverberation. This paper specifically addresses the problem of
estimating the covariance matrix associated with a noise field when
the array is rotating during desired source activity, as is common in
head-mounted arrays. We propose a parametric model that leads
to an analytical expression for the microphone signal covariance
as a function of the array orientation and array manifold. An al-
gorithm for estimating the model parameters during noise-only
segments is proposed and the performance shown to be improved,
rather than degraded, by array rotation. The stored model param-
eters can then be used to update the covariance matrix to account
for the effects of any array rotation that occurs when the desired
source is active. The proposed method is evaluated in terms of the
Frobenius norm of the error in the estimated covariance matrix
and of the noise reduction performance of a minimum variance
distortionless response beamformer. In simulation experiments
the proposed method achieves 18 dB lower error in the estimated
noise covariance matrix than a conventional recursive averaging
approach and results in noise reduction which is within 0.05 dB
of an oracle beamformer using the ground truth noise covariance
matrix.

Index Terms—Covariance matrix estimation, spatial filtering,
spherical harmonic analysis, adaptive estimation, moving micro-

phone array.

PATTAL filtering is a fundamental tool for multichannel
S signal enhancement in noisy and reverberant environments
and is used in many applications, such as telecommunications,
automatic speech recognition, human-robot interaction, assis-
tive listening devices and hearing aids. The widely used mini-
mum variance distortionless response (MVDR) beamformer [1]
requires knowlege of two quantities: the steering vector, which
defines the distortionless constraint, and the noise covariance
matrix (NCM), which describes the interchannel relationship
of the undesired signal. The focus of this contribution is the
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estimation of the NCM encountered by a microphone array in
a non-isotropic sound field when the array can rotate freely in
three dimensions.

Estimation of the NCM is required both for MVDR beam-
forming and also in multichannel Wiener filter (MWF)-based
enhancement [2]. A direct implementation of the MWF requires
the desired source covariance matrix in addition to the NCM.
Alternatively, it has been shown that the MWF is equivalent
to an MVDR beamformer followed by a Wiener post-filter [3].
In this case knowlege of the NCM improves the estimate of
the signal-to-noise ratio (SNR) [4]-[8] or coherent-to-diffuse
ratio [9]-[14], which is used to calculate the post-filter gain. It
is common to calculate the NCM based on an assumed model
of the noise field. Commonly-used models are spatially white
noise [4], [5], spherically isotropic noise [6], [7] or cylindrically
isotropic noise [14]-[16]. These models do not account for the
true spatial distribution of the acoustic noise field since they are
independent of the observed microphone signals.

Adaptive estimation of the NCM normally requires noise-
only segments to be identified or an estimate of the speech-
absence probability to be determined [17]. In [18], for example,
it is assumed that the spatial characteristics of the noise do
not change while the desired source is active. This allows an
MVDR beamformer designed during noise-only segments to be
used during speech activity.

A major source of non-stationarity in the NCM which arises
in real-world situations is due to movement of the microphone
array. We consider in particular the case of array rotation, which
is common in situations where microphones are mounted on the
head of a person, for example as part of an assisted listening
system, or of a robot, for example for human-robot interaction.
In such scenarios it is typical for the array to rotate in response
to a desired source. For example, the robot or human listener
might turn in order to face a talker that has just started speaking
or turn in response to an instruction to look in a particular
direction. Head movements are also an integral part of nonverbal
communications [19] and so should be expected in real-world
listening. Crucially, in these contexts, the desired source is active
during the array rotation, preventing an immediate update of the
NCM estimate.

Previous work on rotating microphone arrays has not explic-
itly estimated the NCM. Beamforming for rotating microphone
arrays is proposed in [20] for a linear array and in [21] for a
2-channel binaural hearing aid array. In that approach only ro-
tations in the horizontal plane are accommodated and, by using
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a generalized sidelobe canceller structure, no estimate of the
NCM is obtained.

A number of authors have found it convenient to use a spheri-
cal harmonic (SH) description of the plane-wave density (PWD)
of a sound field [22] because it is compact and straightforwardly
accommodates rotation. In [23], a sound field is sampled at mul-
tiple time instants and positions by rotating and/or translating
a spherical microphone array. Under the assumption that the
sound field is stationary, successive observations can be com-
bined, leading to a higher order SH description of the sound field
than could be obtained using a stationary array. The increased
spatial resolution enables improved estimation of the direction
of arrival (DOA) of the source. A SH sound-field representation
is used in [24]-[26] to synthesize binaural microphone signals.
The use of spherical microphone arrays to obtain a SH represen-
tation of the sound field and to describe its direction dependence
in terms of the steered response power is addressed in [27]-[30].
In [31] the SH domain covariance matrix is used to estimate the
diffuseness of the sound field which is modelled as an isotropic,
and so rotation-invariant, background with individual coherent
components. Like [31], we consider the sound field’s SH covari-
ance matrix. However, in this work, non-isotropic directionally-
uncorrelated sound fields are considered.

The main contribution of this work is a method for estimating
the NCM for a rotating microphone array. To this end, supple-
mentary contributions are (i) a spherical harmonic model for the
direction dependence of a directionally-uncorrelated noise field,
(i) a simplified analytical expression for the covariance between
spherical harmonic coefficients of a directionally-uncorrelated
field under the proposed model, and (iii) a derivation of the
relationship between the proposed model and the NCM of
an arbitrary known microphone array with arbitrary known
rotation.

The remainder of the paper is organized as follows. In
Section II the problem is formulated. In Section III the notation
and some key properties of SH analysis are briefly reviewed. In
Section IV the proposed model of the non-isotropic
directionally-uncorrelated field is presented and an analytical
expression for the resulting NCM is derived. In Section V an
algorithm for estimating the parameters of the proposed model
is presented. Simulation experiments which confirm the efficacy
of the method under ideal and non-ideal conditions are presented
in Section VI. Finally, conclusions are drawn in Section VII.

II. PROBLEM FORMULATION

‘We consider a sound field which is sampled in successive time
frames by an array of () microphones. During speech absence,
denoted H = 1, the sound field is considered to be noise-only
and is assumed to be in the far-field. The power of the noise
incident from each direction, or noise power distribution (NPD),
is assumed to vary only slowly with time and so, over the time-
scales considered in this paper, is treated as constant. Since,
in general, the NPD varies with direction, the acoustic NCM
of the microphone signals depends on both the free-field array
manifold and the orientation, A, of the array. We consider the
case where the rotation rate, array dimensions and frame length

are such that Doppler effects are insignificant [32]. In addition,
we assume that the acoustic noise sound field is directionally-
uncorrelated and neglect correlations arising from multipath.
The goal of this work is to estimate the time-varying NCM from
knowledge of the microphone signals, the time-varying array
orientation and the free-field array manifold.

Rather than estimate the NCM directly it is proposed to es-
timate the parameters of a model for the NPD since these are
independent of array rotation. The estimated NPD is then used
to derive the NCM as a function of the known array orienta-
tion. An advantage of this approach is that the estimated NCM
can be updated in response to array rotation even during speech
presence, i.e., Hy = 0.

The acoustic noise field is described by the PWD, a(¢, ),
where ) is the direction of incident plane waves in world co-
ordinates. Throughout this paper, we use an underbar to denote
quantities that are defined in world coordinates and are there-
fore unaffected by array rotation. We assume that a(¢,£2) is
zero-mean and, over the time scales considered in this paper,
wide-sense stationary and ergodic. The NPD, s({2), gives the
direction dependence of the noise-field power and is

s(Q) = E{la(t, Q)]°} (1)

where £ is the time-frame index and E {-} denotes expectation
over realizations of the noise field. Note that, because of the
stationarity assumption, s(£2) is independent of /.

The vector of noise signals, v (v, £), recorded by an array of
() microphones at frequency index v and time-frame index / is
expressed directly in the short time Fourier transform (STFT)
domain

v(r,l) = x(v,0) + u(v, £) 2

where x(v, £) and u(v, ) are the vectors of () complex-valued
microphone signals due to the acoustic noise and sensor noise,
respectively. Since each frequency bin is processed indepen-
dently, the dependence on v is omitted below.

Assuming x(¢) and u(¥) are zero-mean and uncorrelated, the
NCM of the microphone noise signals is

R,(/) = R.({) + R, 3)

where R, (¢) £ E {v(¢)v" (¢)} and ()" is the conjugate trans-
pose. The acoustic NCM, R, (¢), and sensor NCM, R, are
similarly defined. Note that, like the NPD, the sensor NCM is
assumed to be stationary over the time scales considered. There-
fore, the time-dependence in (3) arises only from array rotation.

In Section IV an expression which relates the acoustic NCM
to a parametric model of the NPD is developed for a single real-
ization of the array rotation, A. The derivation assumes that noise
signals incident from each direction are uncorrelated with each
other, i.e., s(Q2) is directionally-uncorrelated. This assumption
will not necessarily be valid if the environment has significant
reverberation and the noise arises from a small number of dom-
inant sources. If however the noise arises from a large number
of spatially disbursed sources then a directionally-uncorrelated
noise field is believed to be a good approximation even in a rever-
berant environment such as, for example, a crowded restaurant.



MOORE et al.: NOISE COVARIANCE MATRIX ESTIMATION FOR ROTATING MICROPHONE ARRAYS 521

e 2
(a) (b)

Fig. 1. Azimuth and inclination of a direction vector in terms of (a) reference
coordinates and (b) with respect to rotated array.

In Section V the expression developed in Section IV is used
with a time-varying array rotation, A(¢), to obtain an algorithm
to estimate the time-varying NCM, R, (¢).

In this work directions are expressed both in world coordi-
nates and array coordinates. Fig. 1(a) illustrates how an arbitrary
direction may be expressed in terms of its inclination, ¥, and
azimuth, ¢, in world coordinates where Q = (¢, ). Fig. 1(b)
shows the same direction but now expressed in array coordi-
nates {2 = (19, ¢). For an arbitrary array rotation, A, the relation
between 2 and € is given in [33, eq 1.65] and is here denoted
by (2, A).

III. KEY PROPERTIES OF SPHERICAL HARMONICS

This section briefly presents the key properties of SH anal-
ysis to introduce the required notation. For a comprehensive
introduction the reader is referred to [33] or [34].

The complex SH functions of order n > 0 and degree m with
|m| < n are defined for Q = (9, ¢) € 52, as

" 2n+1(n—m)! e
}/;L (Q)— I m‘Pﬂ (COS'&)@ @ (4)

where P (-) is the associated Legendre function and s = /—1.
The SH functions form an orthonormal basis where increas-
ing n and m results in functions, ¥, (€2), with higher spatial
frequency. The spherical Fourier transform (SFT) of a square-
integrable function, K(£2), is given by

Knm = / K(Q) [V, ()] dQ. 5)
Qes?

Assuming C(2) is spatially bandlimited, its order, N, is the
maximum n for which any K,, ,, > 0.

To avoid a plethora of subscripts, we index the individual SH
functions with the single index p = n? +n + m + 1 such that
Y,() =Y and K, =K, ,,,, where 1 <p < Pc = (Nx +
1)2. The inverse index mappings are given by n(p) = [/p — 1]
and m(p) = p — n(p)?> — n(p) — 1 where || denotes the floor
function.

The inverse SFT (ISFT) decomposes [C(€2) in terms of the

Y, () and may be written in vector form as

K(©Q) =r"y(Q) (6)

where the SH coefficient vector k = [KCq ... Kp, ]T, the SH
function vector y(2) = [Y1(Q) ... YpK(Q)]T and ()7 de-
notes the transpose.

In practical applications K, is obtained by sampling /C(£2) at
I discrete angles, €2;,

I
Ky =Y @, K(Q)Y, () @)
i=1

where the quadrature weights, w, ;, are chosen to ensure the
orthonormality condition of the spherical harmonics, i.e.,

I
> @ Vo ()Y () = 6, ®)
=1

where 0, ;, =1 when a = b and 0 otherwise. The maximum
spatial frequency which can be sampled without spatial aliasing
is determined by the angular arrangement of sample points. For
a function of order Ny the sampling scheme requires at least
I > (Nx + 1)? directions to be sampled. If I is strictly greater
than this bound, the grid is oversampled and the weights are not
unique; the choice of weights in this case is discussed in Chapter
3 of [33].
A delta function on the sphere at ' = (¢, ¢) is denoted

K@) = 6(Q - @) )
= §(cosV — cosV)d(p — ¢) (10)

and its SFT is K;(m =Y, (), ¥p. Since the SH coefficients
do not decay in amplitude with p, it follows that K" (Q) has
infinite spatial bandwidth.

If /C(€2) is expressed in a rotated frame of reference as
K(£2(£2, A)), then the resultant SH coefficients may be obtained

in the SH domain as

£=D(A)k (11)
where D(A) is the Wigner-D rotation matrix [33], which is
block-diagonal and sparse. The notational simplicity of rotation
in the SH domain along with the computational benefits of the
sparsity of D(A) make it appealing for describing the signals
encountered by a microphone array under rotation.

IV. PROPOSED PARAMETRIC MODEL

In Section IV-A the acoustic NCM is related to the covari-
ance matrix of a SH domain representation of the PWD of the
sound field. In Section IV-B a parametric model for the NPD
is presented and its relationship to the acoustic NCM derived.
Throughout this section, for clarity of notation, the microphone
array orientation, A, is taken to have a constant value which, in
turn, means that the acoustic NCM, R, is time-invariant.

A. Acoustic NCM From Sound-Field Covariance

Assuming the effective support of the array manifold is short
compared to the STFT frame length, the acoustic noise, z,(¢),
observed by the ¢ microphone may be expressed as the array
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response to an infinite sum of plane waves over 52

z,(0) = / he(D)a(l,Q(Q,A))dQ (12)
Qes?

where a(?, ) is expressed in world coordinates and represents

the PWD of the sound field at the origin in the absence of

the microphone array and h,(Q2) for 1 < ¢ < @ is the array

manifold.

In order to express (12) in terms of SHs, let a(¢) be the SH
coefficient vector representing the PWD of the sound field in ar-
ray coordinates. In world coordinates, a(¢, (2, A)) = a(¢,9)
may be decomposed using the ISFT from (6)

a(6,2(Q,A)) = a(l,9Q)
=al (O)y(Q).

To express h,(€2) in the SH domain ammenable to simpli-
fication, the SFT of the conjugate array manifold, h;(Q), of
microphone ¢ is defined as [24]

13)
(14)

by = [ @)Yy (@0 15)
Qes?
with the corresponding ISFT as
* A
hy(€) = h; y(Q) (16)

where h, = [hya - hyp, }T. Note that properties of the SFT
imply that, in general, l~z(*1 » F hyp

Substituting (14) and the conjugate of (16) into (12) gives

x, (¢ :/ iy (Q)yT (Q)a(f)dQ a7
Qes?
0 ([ vy @a)an  as
QeSs?
=ha(() (19)

where the simplification in (19) follows from the orthonormality
of SHs [33]. The vector, x(¢), of all () microphone signals is
therefore given by

x(¢) = H" a(0) (20)
where H = [h; hy ... hg].
The acoustic NCM can therefore be expressed as
R, = H'R,H Q@
where
R, =E {a(0)a” (¢)} (22)

is the SH covariance matrix of the acoustic noise field in array
coordinates. Expressed in vectorized form [35], (21) is

r, = (ﬁT ® ﬁH) r, (23)
where r, =R,, r, =R,, ® denotes the Kronecker

product and ~ denotes the vectorization of a matrix obtained

by concatenating its columns. Thus (21) and (23) express the
acoustic NCM in terms of the SH covariance matrix of the
acoustic noise field.

B. Spherical Harmonic Model of Noise Power Distribution

If the acoustic noise sound field is zero-mean and
directionally-uncorrelated, the covariance between two direc-
tions, ) and €', of the sound-field PWD is

E {a(f,Q)a" (¢, 2)} = s(2)5(2 - ) 24)

where s(£2) is the noise power distribution (NPD) defined in (1).
The parameters of the proposed model are the SFT coefficients,
s, of s(Q2) which satisfy the ISFT relation

s(Q) =s"y(@Q) =y" (Qs

where s is a P, element vector of SH coefficients. The valid
range of s is constrained such that the NPD, s(£2), is real-valued
and non-negative for all 2.

The model parameters, s, are defined in world coordinates
which means that they are independent of the array rotation,
A. In developing an expression for the acoustic NCM, R, it
is useful to express the NPD in array coordinates, s({2). Using
(11) and (25), s(2) can be written as

S() = s(Q(2, A))
—y (DA s

where A~! denotes the inverse rotation of A.
Using (27), it is shown in Appendix VII that element (p’, p”)
of R, in (22) is given by

(25)

(26)
27)

E {apr(@)a;// (6)} == g};/’p//DT (A)g* (28)
where g, v =[G v ... Gp, ,p,’p”]T and
Gy = /Q IR AIACI L
= 2

is the Gaunt coefficient, for which a closed form solution is
givenin [36, pp. 39-40]. Therefore the vectorized SH covariance
matrix, r, from (23), of a directionally-uncorrelated sound field
can be written as

r, = GDT(A)s* (30)

where G is a P,? x Py matrix in which row p’ + (p” — 1) P, is
equal to gf,‘ o and P, and P, are the number of SH coefficients
used to describe the microphone array manifold, 7, (), and the
noise power distribution (NPD), s(£2), respectively. The choice
of P, can be determined a priori since it depends only on the
microphone array geometry. The effect of this choice for an
illustrative array is shown in Experiment 3. The choice of P
depends on the desired spatial resolution of the NPD; the effect
of mismatch is examined in Experiment 4.

Using (30), the SH covariance matrix of a directionally-
uncorrelated sound field can be described in terms of a weighted
sum of analytically defined matrices. Fig. 2 illustrates the
columns of G corresponding to SH bases up to n = 2, ar-
ranged as P, x P, matrices. For the special case of a spherically
isotropic sound field, only the first element of s is non-zero. As
illustrated in the top row of Fig. 2, in this case, R, reduces to
a scaled identity matrix, as has been shown in [31], [37], [38].
In general it can be seen that G is very sparse and that the
magnitudes of its elements do not decay as p’ and p” increase.
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Substituting (30) into (23) the contribution to the acoustic
NCM is

rzz(ﬁT®ﬁﬂ)GDHAE* 31)
=BD”(A)s (32)

where
B:(ﬁT®ﬁH)G. (33)

Note that Bisa Q> x P, matrix and is independent of both array
rotation and fluctuations in the sound field. This time-invariance
means it can be calculated once for a given array manifold. As
a result, for a given array manifold, the cost of calculating R,
from (32) is independent of P, the number of SH coefficients
used to describe the array manifold.

V. MODEL PARAMETER ESTIMATION

In (32) a mapping between the proposed model parameters,
s, and the acoustic NCM, R, , was established. We now pro-
pose an online algorithm based on exponentially-weighted least
squares (EWLS) for estimating R, and R, jointly. Together,
these quantities determine the total NCM, R,, which is ulti-
mately required in order, for example, to solve for the MVDR
beamformer weights. Itis assumed that the NPD SH coefficients,
s, to be estimated are static or only slowly varying. Estimated
quantities are denoted * and are time varying with each signal

5 10 15 20 25
gr (n=2,m=0)

5 10 15 20 25
/!

0.3

0.2

0.1

5 10 15 20 25

gs (n=2,m=1)

10
15
20
25

5 10 15 20 25 5 10 15 20 25
pl/ pl/

Examples of Gaunt coefficients arranged as matrices according to proposed SH parameterization of directionally-uncorrelated sound-field power

frame, ¢, such that

r, (Z) =1, (E) + £y (f) (34)
From (32) the estimate of r, (¢) is given by
. () = BD"(A(0)s"(0) (35)

where the dependence of A(¢) on ¢ is explicit. The error intro-
duced by frame-based processing of signals observed by an array
during rotation is dependent on the radius of the array, frame
length, signal frequency and rate of rotation and is discussed
in detail in [32]. In this paper, we assume that the combination
of these factors is chosen such that this source of error can be
neglected.

The variance of the spatially white noise at the ¢ microphone
is ¢, leading to R,, = diag(¢) where ¢ = [¢1 ... ¢g ]T and
the diagonal operator, diag(-), gives a diagonal matrix. In vec-
torized form, the estimated sensor NCM, 1, (¢), is related to the
estimated parameters, (}S(Z), as

£, (0) = M(0) (36)

where M = [diag(A;) diag(As) ... diag(Ag)] and A, has
a one in the ¢" element and zeros elsewhere. In the special
case where the spatially white noise power is the same at all
microphones, i.e., ¢, = ¢, Vg, (36) simplifies to

£,(0) = T4(0)

where I is the (Q x () identity matrix.

(37)
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Combining (35) and (36) the estimate of the vectorized NCM
is

t,(£) = C(0)0 (0) (38)

where

C(¢) = [BDT(A(¢)) M] (39)

and 8(¢) = 87 (1) $7 (0)]".
In order to apply EWLS, we define the instantaneous error at
frame ¢ as a vector

e(l) =d(l) —t,(¢) (40)
where d(¢) = v({)v(¢).
The EWLS cost function to be minimized is [39]
¢
£ =Y 2eM(e() (1)

=1

where 0 < A/~%" < 1is an exponential weighting factor. The op-

timal parameters, 6(¢), are the solution to the normal equations
L(0)8(0) = p(t)
= () =T"'(0)p()

(42)
(43)

where I'(¢) and p(¢) are the exponentially-weighted autocorre-
lation matrix and crosscorrelation vector, respectively. During
noise-only frames, denoted H, (¢) = 1, these are estimated as

l
r) =Y arche)c ()

(44)
=1
=AT(¢— 1)+ CT()C*(¢) (45)
and
p(0) = rp(t — 1) + CT (0)d*(¢). (46)

During source activity, Ho(¢) = 0 and estimates are not up-
dated, i.e.,

T() =T 1)
p(6) = p(£ —1).

The complete NCM estimation algorithm is summarized in
Figure 3.

(47)
(48)

VI. EVALUATION

In this section, simulation experiments are reported which
demonstrate the efficacy of the proposed method. Experiment 1
investigates the effect of different rotation sequences on the
accuracy of estimating the model parameters and the NCM.
Experiment 2 demonstrates the convergence of the estimated
NCM compared to conventional signal dependent and indepen-
dent methods, highlighting in particular the case when array
rotation is in response to desired source activity. Experiment 3
analyses the sensitivity of the proposed method to smoothing of
the array manifold due to limited density of spatial sampling.
Finally, Experiment 4 investigates the impact of varying the

1: for each frequency bin, v, do
2 Determine B using (33)

3 Initialize C(0) using (39), T'(0) < 0 and p(0) + O
4: for each ¢ do

5: if A(0) # A(¢ — 1) then
6: Update C using (39)

7 if 7y = 1 (speech absence) then
8 Update I'(¢) using (45)

9: Update p(¢) using (46)

10: Update O(¢) using (43)

11: Update t,(¢) using (38)
Fig. 3.  Algorithm for estimating NCM.

number of microphones and of mismatch in the order of the
model, N;, compared to the order of the NPD, N;.

The complete source code required to reproduce the re-
ported experiments is publicly available with DOI 10.5281/
zenodo.1410457.

A. Experiment Setup

The array manifold in (12), h, (v, 2), for an array of micro-
phones on the surface of a rigid sphere with radius 9 cm is
calculated analytically using a SH expansion [22], [40]. The
expansion order is set to 16, which ensures the worst case re-
construction error across all frequencies considered is less than
—80 dB. The microphones are equally spaced on a circle, 20°
above the horizontal plane. Experiments 1 to 3 use () = 4 micro-
phones while Experiment 4 uses both () = 4 and also @ = 16
to investigate the effect of varying Q.

A sound field with known spatial distribution is simulated
directly in the time-frequency (TF) domain using independent
zero-mean circularly-symmetric Guassian noise signals incident
from 578 directions. These directions form a spherical sampling
quadrature grid supporting SH decomposition up to order 16.
Using (12) discretized according to the quadrature grid, the
power of each plane wave is given by s(2;), as in (27).

Sensor noise is simulated by adding independent zero-mean
circularly-symmetric Gaussian noise to each microphone sig-
nal. The sensor noise power at each microphone is drawn from
a Gaussian distribution with mean fixed at —20 dB with respect
to the acoustic noise power, averaged over all microphones, and
variance equal to 10% of the mean. The simulations therefore
represent a typical use case where the received signals are dom-
inated by acoustic noise and the sensor noise is similar, but not
identical, across microphones.

Rotation of the array is implemented according to piecewise-
constant trajectories so that frames in which a change in the array
orientation occurs are clearly identifiable. Details of these tra-
jectories are given in the relevant experiment descriptions. The
proposed method requires a measurement of the array orienta-
tion at each frame. Errors in the yaw, pitch and roll components
of the measured array orientation are simulated as independent
identically-distributed zero-mean, additive Gaussian noise with
standard deviation, oy = 1°.
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The power distribution of the synthesized sound fields have
an axially-symmetric cardioid shape

s(Q) = (1/2)™ (1 + cos( — 2)))™ (49)

where € is the direction of the maximal response and N, is
the order, where higher-order cardioids concentrate the energy
over a narrower region. In Experiments 1-3, N, = 2 and, in
Experiment 4, N, is varied from 1 to 4. In each experiment,
evaluations are conducted for 20 different sound fields, each
with §2, aligned to one of the faces of an icosahedron. An oracle
voice activity detector (VAD) is used to determine the speech
absence state, Ho ().

The implementation of the proposed method assumes the
sensor noise power is the same for all microphones, as in
(37), which intentionally introduces a mismatch compared
with the simulated conditions. In Experiments 1-3, the SH
order of the cardioid sound field and the order of the esti-
mated model are matched N; = N, = 2 (from which P; =
(N; + 1)? = 9). Except where otherwise stated, N;, = 15 (from
which P, = (N}, + 1)? = 256), the frequency is 2200 Hz and
(1 —2) =1 x 107°. Further implementation details, specfic to
each experiment, are described below.

B. Metrics and Baseline Approaches

The error in each of the estimated model parametersis €, (¢) =
s, — 8,(€)|/|s1|, where |s; | is used as the normalizing factor in
the denominator because it is constant for all sound fields tested
whereas |s, | is zero in some cases.

The error in the estimated NCM is assessed as the Frobenius
norm of the scale-invariant error

£(0) = min|[R, () — oR. (O] F (50)
which is expressed in dB as 201og;, £(¢), where R, (¢) is de-
fined in (3) and p is used as in [41], to make the metric indepen-
dent of an arbitrary scaling factor. This independence of scale
is appropriate in the context of MVDR beamforming, which is
also independent of scale, and allows direct comparison with
the fixed-scale model covariance matrices used as baselines, de-
scribed below. The mean NCM estimation error, &, reported in
Experiment 3, is given by

s 1
E=1> €W

lel

(G

where L is the set of ¢ for which H,(¢) = 0 and L is the size
of L.

The NCM estimation performance is also evaluated in
Experiment 4 in terms of the resulting MVDR beamformer
performance. The output of the beamformer, Z(¢), is

Z(t) = w (e)v(e) (52)
where the weights, w(/), are obtained as [42]
N —1
wit) - B OB©) 5
h(Q)# R (O)h(Q)

where R ! (¢) is the inverse of the estimated NCM and h(Q) =

[h1(Q) ... hg() ]T is the steering vector. The look direction
is fixed in array coordinates to €2 = (90°, 0°), that is, towards the
front of the array. The beamformer performance is characterized
by the noise reduction, ~, defined for this purpose as

1 va (0)v(l)
”*mg Z(Op

The oracle beamformer, designed using the ground truth NCM,
defines the best case performance. The excess noise level, A~,
of a beamformer is the amount by which the noise power at the
output of a beamformer exceeds that of the oracle beamfomer.
The proposed method is compared to the following three
common noise covariance models and estimation approaches.
(a) Spatially white model (e.g., [4], [5]): The variance of the
noise is assumed to be the same at each microphone, as in (37).
Since £ is scale invariant, without loss of generality, the diagonal

(54)

matrix can be reduced to an identity matrix, ypite = 1.

(b) Spherically isotropic model (e.g., [6], [7]): For a spher-
ically isotropic noise field, i.e., s(£2) is constant over £, (32)
reduces to

_\

fis0 (¢) o« HY H. (55)

As for the proposed method, it is assumed that the array manifold
is known.

(¢c) Recursive smoothing approach (e.g., [18]): If Ho(¢) = 1,
the estimated NCM is updated on each frame as

IA‘smooth (ﬁ) = (1 - O[(f)) IA‘smooth (f - 1)

+ a(O)v(e)vT(0)

where «(¢) is the smoothing factor which controls the trade
off between tracking changes in r, (¢) and the variance of the
estimate. Results are shown for o € {1, 5,10,50,100} x 1073,
If Hy(¢) = 0, the estimated NCM is not updated, i.e.,

(56)

IA‘smooth(‘g) = IA‘smooth (E - ]-) (57)

C. Experiment 1 - Effect of Orientation Constraints

The proposed method estimates the SH coefficients of a func-
tion which varies over the surface of a sphere. However, the
sensors in the unrotated microphone array all lie in a horizontal
plane. The experiment investigates the extent to which the accu-
racy of the model parameter estimation depends on the spatial
diversity of sampling introduced by array rotation.

Three rotation sequences are considered, each consisting of
50 distinct array orientations. For sequence 1, denoted ‘yaw
only’, the yaw is incremented in equal steps from 0° to 1080°,
i.e., 3 full rotations, while pitch and roll are fixed at 0°.
Sequence 2, denoted ‘constrained’, follows the same yaw ro-
tations as sequence 1, but pitch and roll are drawn randomly
from normal distributions with standard deviations v/20  and
V10, respectively. This introduces some vertical diversity into
the microphone positions over a range that is believed to be
representative for a head-mounted array. In sequence 3, denoted
‘unconstrained’, yaw, pitch and roll rotations for each of the 50
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Convergence of model parameters, averaged over 20 directionally-uncorrelated fields with equally spaced Ny = 2 cardioid power distribution, for three

different rotation sequences, where n is the SH order and |m| < n is the SH degree.

orientations are drawn uniformly from the interval [0°,360°).
This represents unconstrained rotation of the microphone array.
There is no desired source activity so Hy(¢) = 1 throughout.
For each orientation, the proposed method is allowed to adapt
for 100 frames. Results are averaged over the 20 different noise
fields.

Fig. 4 shows the error in the estimated model parameters,
€, (£). The convergence is comparable across rotation sequences
for all SH coefficients except those of degree 0, where ‘uncon-
strained’ rotation converges to the lowest error, —24.0, —35.1
and —25.9 dB for n = 0,1 and 2, respectively, compared to
—21.0, —29.1 and —23.6 dB for ‘constrained’ and —7.0, —4.9
and —1.9 dB for ‘yaw only’ rotation. These results show that in-
troducing vertical diversity in the microphone positions through
array rotations helps to disambiguate between the SH functions
of degree 0, which are symmetrical around the z-axis.

Fig. 5 shows the Frobenius norm of the scale-invariant NCM
estimation error, £ (), for the three sequences. Despite the dif-
ferences in the parameter estimates seen in Fig. 4, the error in
the resulting covariance matrix estimates are within 1dB of each
other. This is a consequence of the underdetermined nature of
the estimation problem. That converging on the correct solution
for the model parameters is not a necessary condition for achiev-
ing a good estimate of the NCM suggests that the method can
yield useful results even when the array rotation is constrained.

D. Experiment 2 - Effect of Rotation During Source Activity

In the remaining experiments the rotation sequence and
speech absence state, H(¢), are chosen to reflect a situation
in which array rotation is in response to desired source activity.
Whenever H (¢) = 1 the proposed method and the conventional
method use noise-only microphone signals to update the esti-

20 ' ' ' I
yaw only
........ constrained
ol — — unconstrained |
ok -

4000

40 . L

0 1000 2000 3000 5000

4

Fig. 5. Convergence of estimated NCM, averaged over 20 directionally-
uncorrelated fields with equally spaced Ny = 2 cardioid power distribution,
for three different rotation sequences.

mated NCM. Whenever H,(¢) = 0, the conventional method
does not update but, in contrast, the proposed method uses the
previously estimated NPD to estimate the NCM from the current
array orientation.

The first four orientations have deterministic yaw angles,
{0°,30°,60°,90°} while pitch and roll are stochastic, as in
sequence 2. In the final orientation, roll, pitch and yaw are
all 0°. Each orientation is held for 250 frames. For ¢ < 950,
Hy(¢) = 1 while for £ > 950, H, (¢) = 0.

Fig. 6 shows the convergence of £(¢) for the conventional RS
method, denoted ‘RS: «’, and the proposed method, denoted
‘EWLS: (1 — A)’, over arange of time constants. As a reference,
E(¢) is also shown for Iy, denoted ‘White’ and T, denoted
‘Sphiso’.
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Noise covariance error over time for (a) recursive smoothing (recursive smoothing (RS)) and (b) proposed method (EWLS) with different time constants.

Error using signal independent models, ‘“White’ and ‘Sph iso” also shown for comparison. Shaded region indicates Hy (£) = 0. Overlayed arrows indicate yaw
component of array rotation, which is stepped every 250 frames in sequence {0°, 30°, 60°, 90°, 0°}.

For RS, the minimum error is obtained with o = 5 x 1073.
In this case the lowest value of £(¢) acheived is —18.7 dB and
on each orientation change there is a large increase in £(¢)
before quickly converging again. The problem with the conven-
tional method is clearly demonstrated at £ = 1001, where the
orientation changes, but because H, (¢) = 0 the estimate cannot
be updated. The error in the estimated noise covariance during
desired source activity is —9.5 dB which is larger than for the
straightforward model-based estimates which achieve —11.1 dB
and —11.4 dB for spatially white and spherically isotropic mod-
els, respectively.

Varying the value of v degrades performance for both states
of Ho(¢); a smaller value means that convergence is too slow
whilst a larger value means that instantaneous variations in the
noise level are tracked, leading to an overall higher error.

For the proposed method with (1 — 1) < le — 3, conver-
gence is insensitive to the choice of A with no visible dif-
ference over three orders of magnitude. The minimum value
of £(¢) is —27.1 dB at £ = 950, which is consistent with the
value observed in Experiment 1 at ¢ = 950, despite the rota-
tion sequence containing fewer distinct orientations. Crucially,
at ¢ = 1001 when H, (¢) = 0 and the orientation changes there
is no increase in £(¢). The proposed method therefore achieves
18 dB lower error than the RS approach.

The fundamental difference between the two approaches is
that the proposed method adapts to the properties of the noise
field in world coordinates and so the choice of A depends only
on how quickly the NPD changes whereas the RS method must
adapt to changes in the observation of the noise field through
the microphone signals in array coordinates and so o must be
chosen to allow for more rapid adaptation. It should be noted
that the piecewise-constant trajectories used in this evaluation
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—=— 220 Hz
\ = 100 Hz

-15 \

-30 —
st t
40 . . . . . .
0 2 4 6 8 10 12 14
Ny

Fig.7. Effect of truncation order of PWD, IV}, , on noise covariance estimation
at different frequencies.

intentionally emphasize this dependence on . Smoothly vary-
ing trajectories would not exhibit the same spikes in estimation
error during speech absence. Nevertheless, the ability to track
changes in the NCM depends on the speed of rotation rather
than the smoothness.

E. Experiment 3 - Effect of Array Manifold Sampling Density

The proposed method requires the array manifold to be sam-
pled in azimuth and inclination so that its SFT can be computed
as in (7). The maximum SH order used to represent the array
manifold, N}, determines the number of directions which must
be sampled which, depending on the sampling scheme used, is
lower bounded at I > (N}, + 1)2. Fig. 7 shows & from (51) as a
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Fig. 8. Excess noise power, A, of MVDR beamformer with (a) ) = 4 and

(b) @ = 16 with different noise covariance estimation methods, averaged over
20 N -order cardioid-shaped noise fields. Results are grouped by the true NPD
order, Ny . The noise reduction, v, obtained from an oracle MVDR beamformer
is shown above each group. Labels for White, Sph iso and RS methods are as
for Fig. 6. Labels for the proposed method with different estimation orders are
denoted ‘EWLS: N;’.

function of NV}, at different frequencies and gives an indication
of the number of directions which must be measured. For fre-
quencies < 1 kHz, £ with NV}, = 4 is as good as with N}, = 14,
suggesting that as few as 25 measurements are sufficient. At
higher frequencies, the sampling requirements increase rapidly
with NV}, = 10 required for best-case performance at 4700 Hz.

F. Experiment 4 - Effect of Model Mismatch and Number of
Microphones on Beamforming

One possible application of the proposed NCM estimation
method is in MVDR beamforming. In this experiment, the noise
reduction performance of MVDR beamformers based on esti-
mated NCMs is presented. In particular, the effect of model
mismatch between the estimation order, /V;, and the true NPD
order, Ny, is investigated. Fig. 8(a) shows the excess noise, A,
for the same () = 4 microphone array as in Experiments 1-3.

As the noise field becomes more directional there is a small
increase in 7y obtained using the oracle beamformer, 9.2 dB to
9.7 dB. The proposed method achieves the best performance of
A~y < 0.05dB over all Ny and N;. This implies that choosing
N; # N, does not have a detrimental effect on the beamforming
performance.

In contrast, the RS method with best-case smoothing param-
eter, « = 5 x 1073, achieves Ay = 0.16dB for N, = 1, rising
to Ay =0.66dB for Ny = 4. That is, as the sound field be-
comes more directional the 0.5 dB improvement in the oracle
beamformer’s noise reduction is not matched when using the RS
estimate of the NCM. Using either a spatially white or spher-
ically isotropic model of the noise field acheives 0.05 dB to
0.16 dB more noise reduction than the best RS estimate.

Fig. 8(b) shows the beamforming performance when the num-
ber of microphones is increased to 16. The oracle beamformer
can better match the beam pattern to the power distribution of the
noise field than with 4 microphones and so more noise reduction
is acheived (15.57 dB to 17.71 dB), with the benefit increasing
with Ny. With the proposed method, provided N; > N, perfor-
mance very close to that of the oracle beamformer is acheived,
with Ay < 0.18dB. With RS the best-case excess noise rises
from 0.43 dB for N, =1 to 1.28 dB for N, = 4. Since with
() = 16 there are more degrees of freedom, the effect of under-
modelling is more severe than for () = 4. This is true for the
spatially white model — which does not account for the cross-
terms in the NCM or the intersensor variations in noise power —
the spherically isotropic model — which does not account for the
directional variation in the NPD and ignores the sensor noise
— and for the proposed method with N; < N;. The spatially
white assumption is the most robust since, by not modelling
the interchannel correlations, it also does not attempt to exploit
them in the noise reduction. This leads to 3.10 dB to 4.55 dB
more residual noise than the oracle beamformer. In contrast,
the effect of errors due to the spherically isotropic assumption
and the undermodelled proposed method, when inverted in (53),
degrade the beamformer by 7.46 dB to 9.60 dB and 7.04 dB to
11.25 dB, respectively.

VII. CONCLUSION

A model for non-isotropic directionally-uncorrelated noise
has been proposed based on a SH decomposition of the sound
field. An analytical expression for the noise covariance matrix
is obtained directly from the proposed model using knowledge
of the array manifold and the array orientation. An algorithm
for estimating the parameters of the proposed model has been
proposed and validated on simulated noise fields with realistic
levels of microphone sensor noise. The approach is particularly
suited to situations in which changes in array orientation in re-
sponse to and during desired source activity are expected. In
this context, the proposed method achieves 18 dB lower error in
the estimated noise covariance matrix than the conventional re-
cursive averaging approach and noise reduction which is within
0.05 dB of an oracle beamformer using the ground truth noise
covariance matrix.
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APPENDIX

In (21) and (23), the acoustic NCM is related to the covariance
between the SH coefficients of the sound field. We here derive
the relationship between these SH covariance terms and the
proposed model in (25).

The element of R at row p” and column p’ is given by
E {ay(¢)a}, ()} =E {a,(£)a,(¢)}. Substituting the SFT
(5) of a(¢,Q), i.e.,

a,(0) = / a(l, Q)Y; (Q)dQ (58)
0es?
gives
E {ay (€)ay (0)} (59)
:EH / a(é,Q)Y;‘,(Q)dQ}
Qes?
X / a(l, ) ;,,(Q')da’} (60)
0'es?
—]E{/ a* (£, Q)Y (Q)d
QeS?
y / a6, ) ;,,(Q')dsz'} 61
0'eS?

_ / / E {a(t, )a* (£, Q)} Yy (Y5 (2)duCY.
0es?) Q'es?

(62)
Expressing (24) in array coordinates gives
E{a((,Q)a"((,Y)} = s(2)6(2 - Q) (63)
which substituted into (62) gives
E {a, (0)a,(£)} (64)
= / 5(Q)Y, ()Y, (€2)d (65)
Qes?
~ [ v@yi@y @Du s ©6)
Qes?
where the last line uses (27). Using the identity
Gy = / Y, QY (Y (Qd2 (67)
Qes?
and p'p" = [Gl‘p’,p” A GP,; p.p" }T, (66) is written
E {a;‘,,(f)apu 0} = gg_p,,D(A’1)§. (68)

The conjugate of (68) gives the element of R, at row p’
and column p”. Since G, ;v is real-valued, and D*(A~!) =
DT (A), this can be expressed as

E {ay(0)a;.(0)} =g D" (A)s". (69)
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